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Abstract

This paper analyzes contracting between a principal and an agent when the prin-

cipal is uncertain exactly which actions may be feasible for the agent and has a strong

desire for robustness (in the worst-case or maxmin sense) of the expected profits gen-

erated. A prominent and path-breaking paper in this direction is Carroll (2015), which

demonstrates that linear contracts are robustly (worst-case) optimal given uncertainty

about an agent’s available actions. What if, when it is in their interest, the agent

could choose to disclose that they have access to a particular additional action, and

such statements could be verified by the principal? Does this change the form of

robustly optimal contracts offered to an agent who either chooses not to disclose or

has no additional action to disclose? Are such contracts still linear? We show that

voluntary disclosure can substantially change the form of robustly optimal contracts.

In particular, we show the possibility of and provide sufficient conditions for equi-

librium contracts offered following non-disclosure to be non-linear. This equilibrium

non-linearity does not always occur. We show that linearity results when there are few

publicly known-to-be-available actions that generate a positive surplus.

1 Introduction

This paper analyzes contracting between a principal and an agent when the principal is

uncertain exactly which actions may be feasible for the agent and has a strong desire for ro-
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bustness (in the worst-case or maxmin sense) of the expected profits generated. A prominent

and path-breaking paper in this direction is Carroll (2015), which demonstrates that linear

contracts are robustly (worst-case) optimal given uncertainty about an agent’s available ac-

tions. Equivalently, in language more familiar in decision theory, linear contracts are shown

to be optimal for a Maxmin Expected Utility (MEU), risk-neutral principal when facing

complete ambiguity or imprecision regarding the actions (if any) the agent may privately

have available (in addition to some publicly known available actions).

In this paper, we address the following question: What if the agent could choose to

disclose that they have access to a particular additional action, and such statements could

be verified by the principal? Does this change the form of robustly optimal contracts offered

to an agent who either chooses not to disclose or has no additional action to disclose? Are

such contracts still linear?

Why consider voluntary disclosure and uncertainty about the agent’s available actions?

A prominent example we have in mind is a venture capitalist (the principal, henceforth VC

in this example) contracting with an entrepreneur (the agent). In many entrepreneurial

start-ups, a key feature of the financial contracting environment is private information of the

entrepreneur about the technologies they have available or hope to develop. At the same time,

entrepreneurs often try to improve their contracting position through extensive voluntary

disclosure of the details of these possibilities to the VC. Importantly, while such disclosures

may be largely able to be vetted and verified by the VC once presented, the very nature of

entrepreneurial novelty and insight suggests that the VC would have trouble distinguishing

between an entrepreneur with nothing to disclose beyond what the VC already knows about

their business, and an entrepreneur who intentionally withholds some information while

claiming that they have nothing more to disclose.

Our formal model is presented in Section 2, including the payoffs and objectives of the

principal and agent, the definitions of contracts and agent’s actions, the structure and timing

of the contracting game including an initial voluntary disclosure stage, and the definition of

an equilibrium of this game. Section 3 contain two sets of results. Theorems 3.1 and 3.3 show

that voluntary disclosure can substantially change the form of robustly optimal contracts.

In particular, the first of these results shows the possibility that all equilibrium contracts

offered following non-disclosure are non-linear, in contrast to the linear equilibrium contracts

identified by Carroll (2015) in a model without disclosure. The second of these results

provides sufficient conditions for there to be a non-linear contract offered in equilibrium

following non-disclosure. This equilibrium non-linearity does not always occur. Theorem

3.4 provides sufficient conditions for there to be a linear contract offered in equilibrium

following non-disclosure. In particular, we show that linearity results when there are few
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publicly known-to-be-available actions that generate a positive surplus.

Before turning to the model, we discuss the relation of our paper to several strands of

the literature. The first is the huge literature on Principal-Agent models and the associ-

ated contracting problem – especially papers examining the problem of contracting with a

risk-neutral agent under limited liability constraints, prominent examples being Innes (1990)

and Diamond (1998). An influential view/critique of the approaches taken in much of the

extant literature on contracting, pricing and mechanism design is sometimes called the Wil-

son critique (attributed to Robert Wilson) and described in Carroll (2019) as advocating

that “realistic mechanisms should not be finely tuned to parametric assumptions, such as

probability distributions of values or functional forms of preferences”. Motivated in part by

this view, a recent direction in the literature is to investigate contracts that are optimal in a

robust sense with respect to some such assumptions. See Carroll (2019) for a recent survey

of literature on robust contracting and mechanism design and further discussion of this and

similar motivations.

The key innovation in our paper is combining robust contracting with the option of ver-

ifiable voluntary disclosure. Though we believe we are the first to bring together robust

contracting with such voluntary disclosure, our modeling of this disclosure follows litera-

ture adopting the idea that while a given piece of evidence may be verifiably disclosed, it

is not possible to verify the absence of such evidence. Such an information structure was

first described and modeled in Dye (1985). Models with such disclosure or partial disclosure

possibilities have been analyzed in various settings including (quoting from Esö and Wal-

lace (2022, p.4)) “Shin (1994b) in a pure communication game featuring two senders with

opposing interests; Shin (1994a, 2003) in an exchange economy and an asset-pricing model;

Shavell (1994) in a bilateral trading environment; Glode, Opp, and Zhang (2018) in a model

with screening; Acharya, DeMarzo, and Kremer (2011) as well as DeMarzo, Kremer, and

Skrzypacz (2019) in asset markets (which they reinterpret for other applications as well); and

Esö and Wallace (2014, 2019) in dynamic bargaining games.” This literature also includes

papers generalizing beyond the Dye (1985) structure, including, among others, Ben-Porath

and Lipman (2012) on implementation with partial provability and Ben-Porath, Dekel and

Lipman (2019) on mechanism design with evidence. The only principal-agent analyses with

evidence that we are aware of are in the original Dye (1985, Section 3) paper and in Gode and

Singh (2006). Neither focuses beyond adverse selection nor includes concern for robustness.

Carroll (2015) has led to an active literature on robust principal-agent contracting with

action uncertainty. Antić (2021), Walton and Carroll (2022) and Olszewski (2025) explore

conditions on the action uncertainty that either are sufficient for linearity of robustly opti-

mal contracts or that lead to their non-linearity. Antić (2021) shows that when the possible
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actions are bounded below by a not-so-bad moderate technology, robustly optimal contracts

may be non-linear – and specifically a combination of debt and linear (i.e., debt and equity).

Walton and Carroll (2022) show that an important condition in generating linearity of ro-

bustly optimal contracts is a particular type of richness of the action uncertainty, together

with an assumption about the agent’s responsiveness to incentives. Olszewski (2025) shows

that the family of action uncertainties under which Carroll’s linearity result holds is small in

a topological sense. Burkett and Rosenthal (2024) and Antić and Georgiadis (2025) modify

the Carroll (2015) setting by assuming that the only restriction on the action uncertainty

comes in the form of a finite set of observed (contract, output distribution) pairs, with the

interpretation that at least some actions having the output distributions appearing in the

pairs are available to the agent, and each output distribution is part of an action that is a

best response of the agent to the corresponding contract. They investigate robustly optimal

contracts and show that in many cases they take the form of a convex combination of the

observed contracts and a linear contract. Like all of these papers and Carroll (2015), we

focus on pure strategy contract offers. Kambhampati (2023) shows that the principal in

Carroll (2015) can do better by randomizing over linear contracts, and Kambhampati et al.

(2025) characterizes the robustly optimal contract when randomization is allowed and shows

that it is a randomization over linear contracts. In Theorem 3.5 we show that a robustly

optimal contract when randomization is allowed is robust to voluntary disclosure in the sense

that it remains an equilibrium contract following non-disclosure in the game where voluntary

disclosure is allowed.

Observe that the equilibrium voluntary disclosure in our paper makes the action uncer-

tainty faced by the principal a function of their equilibrium contract offers following disclosure

and non-disclosure. Specifically, in equilibrium, if the agent, anticipating these contracts,

does not make a disclosure, the principal can rule out the availability of those actions that

would have been disclosed. This contrasts with the exogenous action uncertainty in the

literature. Thus, whether or not linear contracts are robustly optimal when disclosure is

allowed does not follow from existing results.

2 Model

The formal model builds on Carroll (2015), with the main change being an initial disclosure

opportunity for the agent. There are two players, a principal and an agent. The principal

is uncertain about exactly which output-generating actions the agent has available. The

structure of the game between them is the following: first, the agent chooses between veri-

fiably disclosing the actions they have available and providing no disclosure; second, having
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observed any disclosure or non-disclosure, the principal offers the agent a wage contract

mapping output to payments; third, the agent chooses from among their available actions;

finally, output is realized and payments are made according to the wage contract.

In more detail, the set of possible output levels Y is a compact subset of the non-negative

reals with minimum normalized to zero. This ensures that ∆(Y), the set of all Borel prob-

ability distributions on Y , is compact. An action for the agent is a pair [q, d] ∈ ∆(Y)× R+

consisting of a probability distribution over output and a non-negative cost. The agent has

a compact set of available actions, A, which is commonly known to contain a compact set

of actions, A0. We assume throughout, as in Carroll (2015), that there is at least one action

in A0 such that Eq[y] − d > 0, where Eq[·] is the expectation operator with respect to q.

Thus, it is common knowledge that a surplus generating action is available. In addition to

the actions in A0, the agent may have available some additional action, [p, c] ∈ ∆(Y)×R+,

and the identity of this action is known only to the agent. Note that the special case where

the agent has only the actions in A0 available is modelled by [p, c] ∈ A0.
1 After observing

any disclosure or non-disclosure, the principal offers the agent a continuous wage contract

w : Y → R+. While Carroll assumes limited-liability on the part of the agent (justifying

the non-negativity of wages), we will additionally assume limited liability on the part of the

principal, implying that wage contracts must satisfy w(y) ≤ y for each y ∈ Y . Denote the

set of all such contracts by W.

Since the agent’s set of available third-stage actions is A = A0

⋃
{[p, c]}, we will generally

denote the agent by their additional action, [p, c]. At the first stage, agent [p, c] /∈ A0 chooses

between the verifiable disclosure [p, c] and non-disclosure, which we denote by ∅. An agent

[p, c] ∈ A0 has only the choice of non-disclosure. This restriction of available choices as a

function of the additional action [p, c] is as in the strand of literature on voluntary disclosure

of verifiable evidence starting from Dye (1985). The idea is that an agent claiming to have a

certain action available can, if required, prove that to the principal, thereby preventing false

disclosures. However, the agent has no way to prove that they do not have access to any

additional action beyond those in A0, and thus an agent with [p, c] ∈ A0 cannot credibly

disclose this and must choose non-disclosure. This completes the description of the actions

and information available to the principal and agent at each point in the game.

A strategy profile for this game is a vector (N ,w, A), where N ⊇ A0 is the set of

agents [p, c] not disclosing their additional action, w = (w∅, (w[p,c])[p,c]∈(∆(Y)×R+)\A0) are

the contracts offered by the principal following non-disclosure and each possible disclosure,

1Carroll (2015) allows the agent to potentially have multiple additional actions available simultaneously.
However, he shows in his Section II.B that his results go through when the agent can have at most one
additional action. What is important for his results is the richness of what the additional action might be,
which we maintain.
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respectively, and A : (∆(Y) × R+) × {0, 1} × W → ∆(Y) × R+ such that A([p, c], ϱ, w) ∈
A0

⋃
{[p, c]} is the action taken at the third stage by agent [p, c] given disclosure decision

ϱ = 1 if [p, c] was disclosed and ϱ = 0 otherwise and given that contract w was offered by the

principal. When we refer to the output distribution and cost components of A([p, c], ϱ, w)

separately, we denote them by A1([p, c], ϱ, w) and A2([p, c], ϱ, w), respectively.

2.1 Definition of Equilibrium

The agent maximizes expected wages net of action cost. Thus, given available actions B and

a contract w, the agent obtains expected payoff:

Definition 2.1 (Agent’s expected payoff given some compact set of available actions B).

VA(w | B) = max
[q,d]∈B

Eq[w(y)]− d

The global tie-breaking assumption used by Carroll (2015) and adopted by us is that

whenever an agent has multiple actions in A generating VA(w | A), they break the indiffer-

ence in favor of what the principal prefers. The principal’s payoff is expected profit, namely

expected output minus expected wage. Formally, an agent [p, c]’s set of optimal actions given

w is:

Definition 2.2 (Agent’s set of optimal actions given w, the agent’s technology and ties

broken in favor of the principal).

A∗(w | [p, c]) = arg max
[q,d]∈argmax[r,e]∈A0

⋃
{[p,c]} Er[w(y)]−e

Eq[y − w(y)]

The principal’s payoff when offering a contract w and facing an agent [p, c] who best

responds to w is:

Definition 2.3 (Principal’s payoff given w and the agent’s technology).

VP (w | [p, c]) = Eq[y − w(y)] for [q, d] ∈ A∗(w | [p, c])

In the special case where [p, c] ∈ A0, we denote this payoff by VP (w | A0).

Since we consider disclosure, the principal chooses not one contract, but rather w, spec-

ifying a (possibly different) contract following each possible disclosure or non-disclosure.

Following a disclosure [p, c], it is clear that the principal chooses the contract w to maximize

VP (w | [p, c]). It is less obvious what the principal should maximize following non-disclosure.

In line with Carroll (2015) and a variety of literature related to robust optimization, we
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assume that when the principal is uncertain about which agent they are facing, they value a

contract by its worst case guaranteed expected profit. This is also related to extreme versions

of the maxmin expected utility (MEU) criterion in the literature on ambiguity aversion fol-

lowing Gilboa and Schmeidler (1989) or imprecision aversion following Gajdos et al. (2008).

Formally, when the principal knows only that the agent [p, c] they are facing lies in some set

C ⊆ ∆(Y)×R+, the principal is assumed to maximize the worst case expected profit, where

the worst case is taken over [p, c] ∈ C. Thus this worst-case expected profit when offering

contract w and with no restrictions on [p, c] is:

Definition 2.4 (Principal’s worst-case payoff when offering w ignoring disclosure).

VP (w) = inf
[p,c]

VP (w | [p, c])

In the Carroll (2015) model, VP (w) is what the principal maximizes when choosing w.2

Since we consider disclosure, following non-disclosure, given N , the principal infers that

[p, c] ∈ N . Therefore the principal maximizes this constrained worst-case following non-

disclosure:

Definition 2.5 (Principal’s worst-case payoff following non-disclosure when offering w, given

non-disclosure set N ).

V D
P (w;N ) = inf

[p,c]∈N
VP (w | [p, c])

We use the definitions above to define an equilibrium as follows:

Definition 2.6 (Equilibrium). A strategy profile (N ,w, A) is an equilibrium if:

(i) for all ([p, c], ϱ, w),

A([p, c], ϱ, w) ∈ A∗(w | [p, c]),

(ii) for all [p, c] /∈ A0,

[p, c] /∈ N implies VA(w
[p,c] | A0

⋃
{[p, c]}) ≥ VA(w

∅ | A0

⋃
{[p, c]}) and

[p, c] ∈ N implies VA(w
∅ | A0

⋃
{[p, c]}) ≥ VA(w

[p,c] | A0

⋃
{[p, c]}),

and

(iii) for all [p, c] /∈ A0,

w[p,c] ∈ argmax
w∈W

VP (w | [p, c]),

2As mentioned in the Introduction, this restriction to pure strategy contract offers is not without loss of
generality (Kambhampati (2023)). See Section 3.4 for consideration of randomized contracts.
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and

w∅ ∈ argmax
w∈W

V D
P (w;N ).

Condition (i) says that the agent best responds at the third stage to any contract of-

fer, with ties broken in favor of the principal. Condition (ii) says that any agent who has

something to disclose makes the disclosure decision optimally given the contract offers and

agent actions specified in the strategy profile. Finally, condition (iii) says that in each

disclosure/non-disclosure contingency, the principal’s contract offer is a (maxmin) best re-

ponse given the disclosure and action strategies.3,4 Finally, when the contract w∅ is offered

following non-disclosure, and N (w∅) is a non-disclosure set satisfying the best response con-

dition (ii) in Definition 2.6, we denote the principal’s worst-case payoff by:

Definition 2.7 (Principal’s worst-case payoff when offering w following non-disclosure given

a strategy profile specifying that w∅ should be offered).

V D
P (w) ≡ V D

P (w;N (w∅)).

Denote by w[p,c],[q,d] a profit-maximizing contract among those implementing action [q, d]

from the setA0

⋃
{[p, c]}. Note that condition (iii) says that VP (w

[p,c] | [p, c]) = max[q,d]∈A0
⋃
{[p,c]}

VP (w
[p,c],[q,d] | [p, c]).

3 Results

3.1 Voluntary Disclosure can lead to non-linear robustly optimal

contracts

The result stated and proved below shows, by example, that voluntary disclosure can lead

to non-linearity of all equilibrium robustly optimal contracts following non-disclosure, in

contrast to the linearity of robustly optimal contracts when no disclosure is allowed. The

3An additional condition that is arguably desirable for equilibrium is ex-ante best response on the part of
the principal and agent (this would be needed, for example, if Sequential Optimality (Hanany, Klibanoff and
Mukerji, 2020) is taken as the equilibrium concept). Ex-ante best response follows directly from conditions
(i) and (ii) for the agent since their best response is separable across information sets. For the principal, the
ex-ante best response condition is w ∈ argmaxw inf [p,c]{VP (w

∅ | [p, c])I[p,c]∈N +VP (w
[p,c] | [p, c])I[p,c]/∈N }. A

nice feature of this worst-case contracting setting is that this additional condition follows from condition (iii)
since the principal’s ex-ante worst-case set is taken to be the set of all (distributions over) additional actions
[p, c], and that this is updated after disclosure to be the [p, c] that is disclosed, and after non-disclosure to
be the set of all (distributions over) [p, c] ∈ N .

4Since the agent is optimizing with ties broken in favor of the principal, the principal’s payoff as formulated
in Condition (iii) is correct in that it is always consistent with the specific action the agent is taking according
to the strategy profile.
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intuition for this finding is simple at the broadest level – with enough disclosure, the richness

of the set of additional actions which are not disclosed, and thus over which uncertainty

remains, may not be sufficient to work against all non-linearities in the contract. However,

because the decision to disclose or not is an equilibrium choice of the agent, it is not at all

obvious whether and in what circumstances equilibrium disclosure reduces the uncertainty

about additional actions in a way that supports non-linearity of the robustly optimal contract

offered following nondisclosure. Inspection of the proof below is an illustration that the

arguments involved in showing this can be complex. They involve analysis of solutions

and/or bounds on solutions of non-trivial LPs (linear programs), for example.

Theorem 3.1. There exists a commonly known technology A0 such that, (1) when no dis-

closure is allowed, the unique equilibrium robust contract is a positive linear contract, and

(2) when voluntary disclosure is allowed, there is an equilibrium in which the robust contract

offered following non-disclosure is a non-linear contract, and (3) when voluntary disclosure is

allowed, there is no equilibrium in which the robust contract offered following non-disclosure

is a linear contract.

Proof of Theorem 3.1. The proof will be by example. Let the set of possible outputs Y =

{0, 1, 2} and the commonly known technology

A0 = {[(1, 0, 0), 0], [(22
32

,
1

32
,
9

32
),

3

200
], [(

1

2
,
1

4
,
1

4
),

3

100
], [(

16

100
,
24

100
,
60

100
),

3

10
]}.

Suppose first that no disclosure is allowed. By Carroll (2015), since all positive expected out-

put actions in A0 have full support on Y , any equilibrium robust contract is linear. Further-

more, such linear contracts have coefficient β =
√

d
Eq [y]

for [q, d] ∈ argmax[r,e]∈A0

√
Er[y] −

√
e. For this example, the unique such β = 1

5
. This establishes (1).

Now consider the game where disclosure is allowed. Since disclosure can only remove

some additional actions from the principal’s consideration following non-disclosure, allowing

disclosure can never strictly lower the worst-case payoff of a contract following non-disclosure,

meaning VP (w) ≤ V D
P (w) for any contract w. Furthermore, since an agent with only the ac-

tions in A0 available can never disclose, an upper bound on V D
P (w) is given by the principal’s

payoff from offering w to an agent having only A0 available. Thus V D
P (w) ≤ VP (w | A0).

We next show that when voluntary disclosure is allowed, it is part of an equilibrium

for the non-linear contract w = (0, 3
25
, 0) to be offered following non-disclosure. Observe

that for an agent having only A0 available, the equilibrium response to the contract w is

A∗(w | A0) = {[(1
2
, 1
4
, 1
4
), 3

100
]}. Thus, VP (w | A0) = E( 1

2
, 1
4
, 1
4
)[y] − 3

100
= 72

100
and therefore

V D
P (w) ≤ 72

100
. We claim that in fact this bound is tight and V D

P (w) = 72
100

. Observe that

this is equivalent to showing that for all agents [p, c] such that Ep[y − w(y)] < 72
100

and
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Ep[w(y)] − c > VA(w | A0) = 0 (i.e., such that the agent would respond to w with action

[p, c] and this would yield the principal a payoff strictly below 72
100

), [p, c] /∈ N .

Observe that if [p, c] is such that the principal would implement an action [q, d] ∈ A0

following disclosure, then the contract following disclosure, w[p,c], must solve the program

max
w(1),w(2)

Eq[y]− q(1)w(1)− q(2)w(2)

s.t.

q(1)w(1) + q(2)w(2)− d ≥ VA(w | A0)

q(1)w(1) + q(2)w(2)− d ≥ p(1)w(1) + p(2)w(2)− c (3.1)

w(1) ≥ 0, w(2) ≥ 0.

First, suppose [p, c] is such that the principal would implement the action [q, d] =

[( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure. The solution to the program (3.1) with this [q, d]

has an upper bound obtained by dropping the constraint involving [p, c] and solving the

relaxed program. This upper bound on the payoff to the principal is 5679
6100

and the corre-

sponding lower bound on the payoff to the agent is 51
244

, and these are achieved with the

contract w0 = (0, 219
1220

, 4737
6100

). Thus, under this supposition, VA(w
[p,c] | [p, c]) ≥ 51

244
> 3

25
≥

3
25
p(1) − c > 0, where the last inequality follows from Ep[w(y)] − c > VA(w | A0) = 0, and

therefore [p, c] /∈ N .

Second, suppose [p, c] is such that the principal would implement the action [p, c] following

disclosure. This yields the principal at most Ep[y] − c, since Ep[w
[p,c](y)] ≥ c as the agent

can always guarantee themselves a non-negative payoff by taking action [(1, 0, 0), 0] ∈ A0.

Recall that Ep[y] < 3
25
p(1) + 72

100
and 3

25
p(1) > c. This implies that 25

3
c < Ep[y] < 9

11

and c < 3
25

9
11

= 27
275

. Letting Ep[y] = k, we can re-write Ep[w
[p,c](y)] − c as kw[p,c](1) +

p(2)(w[p,c](2)−2w[p,c](1))− c where p(2) ∈ [max{0, k−1}, k
2
]. Furthermore, Ep[y] <

3
25
p(1)+

72
100

may be re-written as p(2) < 36
100

− 44
100

p(1) = 36
100

− 44
100

(k − 2p(2)) which is equivalent

to p(2) < 3 − 11
3
k. We return to program (3.1) with [q, d] = [( 16

100
, 24
100

, 60
100

), 3
10
] and tighten

by replacing the right-hand side of the constraint involving [p, c] with the upper bound

kw(1)+max{max{0, k− 1}(w(2)− 2w(1)),min{k
2
, 3− 11

3
k}(w(2)− 2w(1))}− 0. Solving the

tightened program as a function of k for 0 < k < 9
11

yields a lower bound on the principal’s

payoff following disclosure of [p, c] that, when 0 < k < 9
11
, is always strictly above k ≥ k− c,

proving that the principal does strictly better following disclosure of [p, c] by implementing

[( 16
100

, 24
100

, 60
100

), 3
10
] instead of [p, c].

Third, suppose [p, c] is such that the principal would implement the action [q, d] =

[(1
2
, 1
4
, 1
4
), 3

100
] following disclosure. The solution to the program (3.1) with this [q, d] has
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an upper bound obtained by dropping the constraint involving [p, c] and solving the relaxed

program. This yields an upper bound on the payoff to the principal of 72
100

and a correspond-

ing lower bound on the payoff to the agent of 0. Since, as was established above, the principal

can get at least Ep[y] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure of [p, c], for the

principal to want to implement [(1
2
, 1
4
, 1
4
), 3

100
], it must be that Ep[y] ≤ 72

100
. We can calculate,

again using the principal’s lower bound from implementing [( 16
100

, 24
100

, 60
100

), 3
10
] as a function of

k established above, that adding the restriction k ≤ 72
100

yields a new bound, 84
100

, derived by

taking the minimum over such k. Since 84
100

> 72
100

, the principal does strictly better following

disclosure of [p, c] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] instead of [(1

2
, 1
4
, 1
4
), 3

100
].

Fourth, suppose [p, c] is such that the principal would implement the action [q, d] =

[(22
32
, 1
32
, 9
32
), 3

200
] following disclosure. The solution to the program (3.1) with this [q, d] has

an upper bound obtained by dropping the constraint involving [p, c] and solving the relaxed

program. This yields an upper bound on the payoff to the principal of 463
800

and a corresponding

lower bound on the payoff to the agent of 0. Since, as was established above, the principal

can get at least Ep[y] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure of [p, c], for the

principal to want to implement this [q, d], it must be that Ep[y] ≤ 463
800

< 72
100

. Again using

the principal’s lower bound of 84
100

from implementing [( 16
100

, 24
100

, 60
100

), 3
10
] when k ≤ 72

100
, since

84
100

> 463
800

, the principal does strictly better following disclosure of [p, c] by implementing

[( 16
100

, 24
100

, 60
100

), 3
10
] instead of [(22

32
, 1
32
, 9
32
), 3

200
].

Finally, suppose [p, c] is such that the principal would implement the action [q, d] =

[(1, 0, 0), 0] following disclosure. The principal’s payoff from doing so would be 0. Since, as

was established above, the principal can get at least Ep[y] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
]

following disclosure of [p, c], for the principal to want to implement this [q, d], it must be that

Ep[y] ≤ 0. Since [p, c] was assumed to satisfy Ep[w(y)] − c > 0, the principal does strictly

better following disclosure of [p, c] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] instead of [(1, 0, 0), 0].

We have now completed the argument that for all additional actions [p, c] such that

Ep[y] − Ep[w(y)] <
72
100

and Ep[w(y)] − c > VA(w | A0) = 0, [p, c] /∈ N , and have therefore

established that V D
P (w) = 72

100
for the non-linear contract w = (0, 3

25
, 0).

It remains to show that there is no other contract w′ that is a robustly strictly profitable

deviation from w following non-disclosure. Formally, we want to show that for each w′ ̸= w,

V D
P (w′;N (w)) ≤ 72

100
(= V D

P (w)), where N (w) is the non-disclosure set satisfying the best

response condition (ii) in Definition 2.6 when w∅ = w. First, observe that since the action

[(1, 0, 0), 0] ∈ A0, for any contract w′ and any actions [q, d] and [p, c], if [q, d] ∈ A∗(w′ | [p, c])
then Eq[w

′(y)] ≥ d. Therefore, V D
P (w′;N (w)) ≤ VP (w

′ | A0) ≤ max[q,d]∈A∗(w′|[(1,0,0),0])Eq[y]−
d. Since all actions in A0 except [(

16
100

, 24
100

, 60
100

), 3
10
] have Eq[y]−d ≤ 72

100
, V D

P (w′;N (w)) ≤ 72
100

for any w′ such that [( 16
100

, 24
100

, 60
100

), 3
10
] /∈ A∗(w′ | [(1, 0, 0), 0]).
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The only contracts w′ it remains to consider are those with [( 16
100

, 24
100

, 60
100

), 3
10
] ∈ A∗(w′ |

[(1, 0, 0), 0]) and with VP (w
′ | A0) >

72
100

. Solving for the smallest value of w′(2) such that

[( 16
100

, 24
100

, 60
100

), 3
10
] ∈ A∗(w′ | [(1, 0, 0), 0]) yields that w′(2) ≥ 4737

6100
. Solving for the upper

bound on w′(2) such that VP (w
′ | A0) > 72

100
yields that w′(2) < 6−2w′(1)

5
. Consider the

agent [( 47
100

, 1
100

, 52
100

), 0]. Observe that if the agent took this action in response to w′, the

principal’s profit would be 52
100

(2−w′(2))+ 1
100

(1−w′(1)) ≤ 24636
38125

< 65
100

< 72
100

. The agent will

indeed respond to w′ with [( 47
100

, 1
100

, 52
100

), 0] if and only if 1
100

w′(1) + 52
100

w′(2) > 24
100

w′(1) +
60
100

w′(2) − 3
10
, which is equivalent to w′(2) < 30−23w′(1)

8
. Since w′(2) < 6−2w′(1)

5
≤ 30−23w′(1)

8

for all w′(1) ∈ [0, 1], VP (w
′ | A0) > 72

100
implies that the agent will indeed respond to w′

with [( 47
100

, 1
100

, 52
100

), 0]. Furthermore, [( 47
100

, 1
100

, 52
100

), 0] ∈ N (w) since, under non-disclosure

and contract w, the agent takes the additional action and gets payoff 3
2500

whereas under

disclosure the principal would offer the zero contract and the agent would get 0. Therefore,

for any such contract w′, V D
P (w′;N (w)) < 65

100
< 72

100
. This completes the proof of (2),

showing that there is an equilibrium where the non-linear contract w = (0, 3
25
, 0) is offered

following non-disclosure.

It remains to show part (3) of the result: that there is no equilibrium in which a linear

contract is offered following non-disclosure.

Suppose w(y) = βNy for some βN ≥ 0 is offered in equilibrium following non-disclosure.

Observe that for an agent having only A0 available, the agent’s best response to βNy is

[(1, 0, 0), 0] for βN ∈ [0, 12
475

), [(22
32
, 1
32
, 9
32
), 3

200
] for βN ∈ [ 12

475
, 12
125

), [(1
2
, 1
4
, 1
4
), 3

100
] for βN ∈

[ 12
125

, 9
23
),and [( 16

100
, 24
100

, 60
100

), 3
10
] for βN ≥ 9

23
. Therefore, VP (β

Ny | A0) = 0 for βN ∈ [0, 12
475

),

VP (β
Ny | A0) ≤ 463

800
< 58

100
for βN ∈ [ 12

475
, 12
125

), VP (β
Ny | A0) ≤ 339

500
< 68

100
for βN ∈ [ 12

125
, 9
23
),

and VP (β
Ny | A0) ≤ 504

575
< 88

100
for βN ≥ 9

23
. The remainder of the argument is divided into

four cases: βN ≤ 187
732

, 187
732

< βN < 9
23
, 9

23
≤ βN ≤ 2

3
and βN > 2

3
.

Case 1: 0 ≤ βN ≤ 187
732

. Since 187
732

< 9
23
, V D

P (βNy) ≤ VP (β
Ny | A0) ≤ 339

500
<

72
100

. Consider a potential deviation to offer w′ = (0, 3
25
, 0) following non-disclosure. Ob-

serve that for an agent having only A0 available, the best response to the contract w′

is A∗(w′ | A0) = {[(1
2
, 1
4
, 1
4
), 3

100
]}. Thus, VP (w

′ | A0) = E( 1
2
, 1
4
, 1
4
)[y] − 3

100
= 72

100
and

therefore V D
P (w′;N (βNy)) ≤ 72

100
. We claim that for βN ≤ 187

732
this bound is tight, i.e.,

V D
P (w′;N (βNy)) = 72

100
, implying that w′ is a robustly strictly profitable deviation from

βNy.

Showing this bound is tight is equivalent to showing that for all agents [p, c] such that

Ep[y]−Ep[w
′(y)] < 72

100
and Ep[w

′(y)]− c > VA(w
′ | A0) = 0 (i.e., such that the agent would

respond to w′ with action [p, c] and this would yield the principal a payoff strictly below
72
100

), [p, c] /∈ N . To do this, first, suppose such a [p, c] is such that the principal would

implement the action [( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure. As was established previously,

12



the principal can get at most 5679
6100

by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure of

[p, c], and the corresponding payoff to the agent is at least 51
244

. Thus, under our supposition,

VA(w
[p,c] | [p, c]) ≥ 51

244
= 187

732
( 72
100

+ 3
25

9
11
) > 187

732
Ep[y] − c ≥ βNEp[y] − c, where the third

inequality follows from Ep[y]−Ep[w
′(y)] < 72

100
and the fourth inequality follows from βN ≤

187
732

, and therefore [p, c] /∈ N .

Finally, recall from the earlier arguments in the corresponding paragraphs in the proof of

part (2) of this theorem that under the assumptions Ep[y]−Ep[w
′(y)] < 72

100
and Ep[w

′(y)]−
c > VA(w

′ | A0) = 0, the principal does strictly better following disclosure of [p, c] by

implementing [( 16
100

, 24
100

, 60
100

), 3
10
] instead of any of the agent’s other actions. This completes

the argument that w′ is a robustly strictly profitable deviation in Case 1.

Case 2: 187
732

< βN < 9
23
. First consider any βN for which allowing disclosure does

not increase the principal’s worst-case payoff following non-disclosure (i.e., V D
P (βNy) =

VP (β
Ny)). Then 1

5
y is a robustly strictly profitable deviation from βNy for the principal,

since V D
P (βNy) = VP (β

Ny) < VP (
1
5
y) ≤ V D

P (1
5
y), where the middle inequality follows from

the application in the first paragraph of this proof of Carroll’s Lemma 2 to our example.

It remains to consider βN for which V D
P (βNy) > VP (β

Ny). We show that 1
5
y is a robustly

strictly profitable deviation for the principal following non-disclosure. For β ∈ {1
5
, βN}, since

A∗(βy | A0) = {[(1
2
, 1
4
, 1
4
), 3

100
]},

V D
P (βy;N (βNy)) = (1− β) inf{k |∃[q, d] ∈ N (βNy) s.t. Eq[y] = k and kβ − d ≥ 3

4
β − 3

100
,

and, if equality holds, k ≥ 3

4
}. (3.2)

Since A0 ⊆ N (βNy), the infimum on the right-hand side of (3.2) is bounded above by 3
4
.

Therefore, the right-hand side of (3.2) can be replaced by

(1− β) inf{k | ∃[q, d] ∈ N (βNy) s.t. Eq[y] = k

and
3

4
≥ k >

d

β
+

3

4
− 3

100β
or k =

d

β
+

3

4
− 3

100β
≥ 3

4
}. (3.3)

By Lemma 3.1, this becomes

V D
P (βy;N (βNy)) = (1− β) inf{{k |∃[q, 0] ∈ N (βNy) s.t. Eq[y] = k

and k >
3

4
− 3

100β
} ∪ {3

4
}}. (3.4)
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Since, by assumption, V D
P (βNy) > VP (β

Ny) = (1− βN)(3
4
− 3

100βN ), then

∄[q, 0] ∈ N (βNy) s.t. Eq[y] = k and k ∈ (
3

4
− 3

100βN
,
V D
P (βNy)

1− βN
).

It then follows from Lemma 3.2 that there is no [q, 0] ∈ N (βNy) \ A0 having any lower

expected output than
V D
P (βNy)

1−βN :

∄[q, 0] ∈ N (βNy) \ A0 s.t. Eq[y] = k and k ∈ [0,
V D
P (βNy)

1− βN
).

Thus, V D
P (1

5
y;N (βNy)) = (1− 1

5
)min{3

4
,
V D
P (βNy)

1−βN }. Since V D
P (βNy)

1−βN ≤ VP (βNy|A0)
1−βN = 3

4
,

V D
P (

1

5
y;N (βNy)) = (1− 1

5
)
V D
P (βNy)

1− βN
> V D

P (βNy)

and the contract 1
5
y is therefore a strictly profitable deviation from βNy for the principal

following non-disclosure. This completes the proof of Case 2.

Case 3: 9
23

≤ βN ≤ 2
3
. Fix any such βN , and consider the agent [p, 0] ≡ [( 3

20βN −
3

100
, 60
100

, 43
100

− 3
20βN ), 0]. Observe that A∗(βNy | A0) = {[( 16

100
, 24
100

, 60
100

), 3
10
]} and A∗(βNy |

[p, 0]) = {[p, 0]}, where the latter equality follows from βNEp[y] =
73
50
βN − 3

10
> 72

50
βN − 3

10
=

VA(β
Ny | A0). We next show that [p, 0] ∈ N (βNy). The agent’s payoff under non-disclosure

is βNEp[y] = 73
50
βN − 3

10
> 0. Under disclosure the agent’s payoff will depend on what

the principal implements and the contract, w[p,0], offered. First, suppose that the principal

would implement the action [q, d] = [( 16
100

, 24
100

, 60
100

), 3
10
] following disclosure of [p, 0]. For

βN ∈ [ 9
23
, 2
3
], the solution to the program (3.1) with this [q, d] yields a payoff to the principal of

min{5679
6100

, 69660+257058βN

62625+300475βN } and a corresponding payoff to the agent of max{ 51
244

, 3465+170967βN

125250+600950βN },
which is strictly less than the agent’s non-disclosure payoff of 73

50
βN − 3

10
, implying [p, 0] ∈

N (βNy).

Second, suppose the principal would implement the action [p, 0] following disclosure of

[p, 0]. Then the contract following disclosure, w[p,0], is the zero contract, yielding the agent

a payoff of 0 < 73
50
βN − 3

10
, again implying [p, 0] ∈ N (βNy).

Third, suppose that the principal would implement the action [q, d] = [(1
2
, 1
4
, 1
4
), 3

100
]

following disclosure of [p, 0]. A solution to the corresponding program (3.1) with this [q, d]

exists in Case 3 if and only if 9
23

≤ βN ≤ 23685
47297

≈ 0.501, and yields a payoff to the principal

of 81
700

95−159βN

15−23βN , which is less than the principal’s payoff of min{5679
6100

, 69660+257058βN

62625+300475βN } from

implementing the action [( 16
100

, 24
100

, 60
100

), 3
10
] for 9

23
≤ βN ≤ 23685

47297
. Thus the principal does

strictly better following disclosure of [p, 0] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
] instead of

14



[(1
2
, 1
4
, 1
4
), 3

100
].

Fourth, suppose that the principal would implement the action [q, d] = [(22
32
, 1
32
, 9
32
), 3

200
]

following disclosure of [p, 0]. Solving the corresponding program (3.1) with this [q, d] yields

a payoff to the principal of 2280−2369βN

3840−3808βN , which is less than min{5679
6100

, 69660+257058βN

62625+300475βN }, the

principal’s payoff from implementing the action [( 16
100

, 24
100

, 60
100

), 3
10
] for 9

23
≤ βN ≤ 2

3
. Thus the

principal does strictly better following disclosure of [p, 0] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
]

instead of [(22
32
, 1
32
, 9
32
), 3

200
].

Finally, since Ep[y] > 0, the principal does strictly better following disclosure of [p, 0] by

implementing [( 16
100

, 24
100

, 60
100

), 3
10
] instead of [(1, 0, 0), 0].

Thus for Case 3 we have established that [p, 0] ∈ N (βNy), implying V D
P (βNy) ≤ VP (β

Ny |
[p, 0]). Therefore, V D

P (βNy) ≤ VP (β
Ny | [p, 0]) = (1 − βN)(73

50
− 3

10βN ) ≤ maxα∈[ 9
23

, 2
3
](1 −

α)(73
50

− 3
10α

) ≤ 44
100

< 12
25

= VP (
1
5
y) ≤ V D

P (1
5
y;N (βNy)), and so the contract 1

5
y is a robustly

strictly profitable deviation in Case 3.

Case 4: βN > 2
3
. In this case, V D

P (βNy) ≤ VP (β
Ny | A0) = (1−βN)36

25
< 12

25
= VP (

1
5
y) ≤

V D
P (1

5
y;N (βNy)). Therefore the contract 1

5
y is a robustly strictly profitable deviation in

Case 4.

Lemma 3.1. Suppose a positive linear contract βNy is offered following non-disclosure, and

that, for some k ∈ [0, 3
4
], there exists a non-disclosing additional action [p, c] /∈ A0 with

Ep[y] = k and c > 0. Then, there also exists some non-disclosing additional action [p′, 0]

with Ep′ [y] = k.

Proof. First consider the comparison of the payoffs following non-disclosure. Recall that the

agent is offered the contract w(y) = βNy. Consider any additional action [p′, 0] such that

Ep′ [y] = k. Since βNk > βNk − c so that the only change in the agent’s choice problem

following non-disclosure is replacing the action [p, c] by an action [p′, 0] having better payoff

under the contract βNy, an agent with [p′, 0] would have expected payoff following non-

disclosure at least as high as an agent with [p, c]. Now turn to the comparison following

disclosure. There are five cases corresponding to the different actions that the principal

might want to implement following disclosure of [p, c].

Consider any k ∈ [0, 3
4
] such that the antecedent in the statement of the lemma is satisfied.

Suppose suppose that the principal would implement the action [q, d] = [( 16
100

, 24
100

, 60
100

), 3
10
]

following disclosure of [p, c]. As was established in the proof of Theorem 3.1, the principal can

get at most 5679
6100

by implementing this [q, d] following disclosure of [p, c], and the corresponding

payoff to the agent is at least 51
244

. Let p′ = (1 − k, k, 0). If the agent discloses [p′, 0] then,

by solving program (3.1) with this [q, d] and additional action [p′, 0] and noting the solution,
5679
6100

, is larger than max[q,d]∈(A0\[( 16
100

, 24
100

, 60
100

), 3
10

])∪{[p′,0]}Eq[y], we establish that the principal
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best responds to disclosure of [p′, 0] by implementing [( 16
100

, 24
100

, 60
100

), 3
10
], yielding the agent a

payoff of 51
244

that is weakly less than the agent’s payoff from disclosing [p, c], as desired.

Next, suppose instead that [p, c] is such that, if [p, c] were to be disclosed, the principal

would best respond by offering a wage contract that implements [p, c]. Let p′ = p. Observe

that for all c′ ≤ c, any wage contract that implements [p, c] also implements [p, c′], and

any wage contract that implements a particular action in A0 following disclosure of [p, c′]

implements the same action following disclosure of [p, c]. Therefore, the principal’s payoff

from implementing [p, c], if it were to be disclosed, is non-increasing in c, and the principal’s

payoff from implementing any action in A0 is non-decreasing in c. Since the principal im-

plements [p, c] /∈ A0 following disclosure, they will also find it optimal to implement [p, 0],

which can be done with the zero contract. Therefore the agent’s payoff from disclosing [p′, 0]

with p′ = p is zero, which is weakly less than their payoff from disclosing [p, c], as desired.

Next, suppose instead that [p, c] is such that, if [p, c] were to be disclosed, the princi-

pal would best respond by offering a wage contract that implements [q, d] = [(1
2
, 1
4
, 1
4
), 3

100
].

As was established in the proof of Theorem 3.1, the principal can get at most 72
100

by im-

plementing this [q, d] following disclosure of [p, c]. Tightening program (3.1) with [q, d] =

[( 16
100

, 24
100

, 60
100

), 3
10
] by replacing the right-hand side of the constraint involving the additional

action by the upper bound kw(1) + max{0, k
2
(w(2) − 2w(1))}, imposing k ≤ 3

4
and solv-

ing, yields a lower bound for the principal’s payoff as a function of k. Minimizing over

k ∈ [0, 3
4
] yields a lower bound of 468

575
. Since 468

575
> 72

100
, the principal prefers to implement

[( 16
100

, 24
100

, 60
100

), 3
10
] rather than [(1

2
, 1
4
, 1
4
), 3

100
] following disclosure.

Next, suppose instead that [p, c] is such that, if [p, c] were to be disclosed, the principal

would best respond by offering a wage contract that implements [q, d] = [(22
32
, 1
32
, 9
32
), 3

200
].

As was established in the proof of Theorem 3.1, the principal can get at most 463
800

by imple-

menting this [q, d] following disclosure of [p, c]. Since 468
575

> 463
800

, the principal will not want

to implement [(22
32
, 1
32
, 9
32
), 3

200
] following disclosure.

Finally, suppose that [p, c] is such that, if [p, c] were to be disclosed, the principal would

best respond by offering a wage contract that implements [(1, 0, 0), 0] ∈ A0. The principal

gets 0 by doing so. Since 468
575

> 0, the principal will not want to implement [(1, 0, 0), 0]

following disclosure.

This completes the proof, as we have shown that for k ∈ [0, 3
4
], [p′, 0] for either p′ = p or

p′ = (1− k, k, 0) would not be disclosed by the agent.

Lemma 3.2. Suppose a positive linear contract βNy is offered following non-disclosure, and

that, for some k ∈ [0, 72
100

), there exists a non-disclosing agent [p, 0] /∈ A0 with Ep[y] = k.

Then, for any k′ ∈ (k, 72
100

] there exists some non-disclosing agent [p′, 0] with expected output

k′.
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Proof. Fix any k′ ∈ (k, 72
100

]. We will show that there exists an agent with [p′, 0] who,

compared to an agent with the additional action [p, 0], has a weakly higher payoff following

non-disclosure and a weakly lower payoff following disclosure. This implies that since an

agent with [p, 0] /∈ A0 is assumed not to disclose, the same will be true of an agent with such

a [p′, 0].5 First consider the comparison of the payoffs following non-disclosure. Recall that

the agent is offered the contract w(y) = βNy. Consider any additional action [p′, 0] such

that Ep′ [y] = k′. Since βNk′ > βNk so that the only change in the agent’s choice problem

following non-disclosure is replacing the action [p, 0] by an action [p′, 0] having strictly better

payoff under the contract βNy, an agent with [p′, 0] would have expected payoff following

non-disclosure at least as high as an agent with [p, 0].

Next turn to the comparison of payoffs following disclosure. Consider any k ∈ [0, 72
100

)

such that the antecedent in the statement of the lemma is satisfied. Suppose the additional

action [p, 0] is such that, if this additional action were to be disclosed, the principal would best

respond by offering a wage contract that implements the action [q, d] = [( 16
100

, 24
100

, 60
100

), 3
10
].

As was established in the proof of Theorem 3.1, the principal can get at most 5679
6100

by

implementing this [q, d] following disclosure of [p, 0], and the corresponding payoff to the

agent is at least 51
244

. Suppose k′ ∈ (k, 72
100

] and consider p′ = (1 − k′, k′, 0). This action has

expected output k′. If the agent were to disclose [p′, 0], and the principal wants to implement

[( 16
100

, 24
100

, 60
100

), 3
10
],then, as was shown in the proof of Lemma 3.1, this yields a payoff to the

principal of 5679
6100

and to the agent of 51
244

. If, instead, the principal wants to implement

[p′, 0],they do so using the zero contract, giving the agent a payoff of zero and the principal

k′. The arguments in the last few paragraphs of the proof of Lemma 3.1 demonstrate that

the principal will not want to implement any of the remaining actions in A0. Since, compared

to the [p, 0] case, we have now shown that for additional action [p′, 0] with p′ = (1− k′, k′, 0)

and k′ ∈ (k, 72
100

], the agent’s non-disclosure payoff is weakly higher and disclosure payoff is

weakly lower, the fact that [p, 0] did not disclose implies that this [p′, 0] will not disclose.

Next, suppose that if [p, 0] were to be disclosed, the principal would best respond by

offering a wage contract that implements [p, 0]. The best such contract for the principal is

the zero contract, and the payoff to the principal is k, while the agent gets zero. Consider

some additional action [p′, 0] such that Ep′ [y] = k′, p′(1) ≥ p(1) and p′(2) ≥ p(2). The agent’s

expected payoff from [p′, 0] is always at least as high as from [p, 0] for all wage contracts (since

w(0) = 0). Thus, the principal’s payoff following disclosure from implementing any action

in A0 cannot increase compared to what it was with [p, 0] since the incentive constraints

changed by the additional action can only become tighter. Additionally, the principal’s

5If [p, 0] ∈ A0, this logic is no longer valid, as additional actions in A0 cannot be disclosed even if the
agent would wish to do so.
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payoff following disclosure from implementing the additional action using the zero contract

increases to k′ from k. Thus, the assumption that the principal implements [p, 0] following

disclosure implies that the principal also wants to implement [p′, 0] following disclosure.

Therefore, as desired, the agent’s payoff following disclosure of [p′, 0] does not increase over

that for [p, 0], and therefore [p′, 0] will not be disclosed.

The arguments in the last few paragraphs of the proof of Lemma 3.1 demonstrate that

the principal will not want to implement any of the remaining actions in A0 if [p, 0] were to

be disclosed. This completes the proof.

3.1.1 What if an agent with only A0 available can choose to verifiably disclose

that?

In this section we consider the possibility that an agent having only actions in A0 available

(i.e., [p, c] ∈ A0) is able, contrary to the assumption of our main model, to verifiably disclose

that no other actions are available. Consequently we must also modify the definition of an

equilibrium (Definition 2.6) by requiring conditions (ii) and (iii) of that definition to apply

for all [p, c], not just [p, c] /∈ A0. The next result shows that this change in assumptions leads

to a very different conclusion about the existence of equilibria with a linear contract offered

following non-disclosure: there is always an equilibrium where some non-disclosure occurs

and the zero contract is offered following non-disclosure.

Theorem 3.2. For all commonly known technologies A0, when voluntary disclosure, includ-

ing of A0, is allowed, there is an equilibrium with a non-empty non-disclosure set in which

the robust contract offered following non-disclosure is the zero contract.

Proof. Suppose the principal offers the zero contract following non-disclosure, i.e., w∅ = 0Y .

Let N (0Y) = {[δmaxY , 0]} be the non-disclosure set. Since VA(w
[δmaxY ,0] | A0

⋃
{[δmaxY , 0]}) =

0 = VA(0
Y | A0

⋃
{[δmaxY , 0]}), non-disclosure is an optimal choice for [δmaxY , 0]. Moreover,

since VA(w
[p,c] | A0

⋃
{[p, c]}) ≥ Eq[w

[p,c](y)] − d ≥ −d = VA(0
Y | A0

⋃
{[p, c]}) for any

[q, d] ∈ A∗(0Y | [p, c]), disclosure is an optimal choice for all [p, c] ̸= [δmaxY , 0]. Therefore

the set N (0Y) satisfies condition (ii) of Definition 2.6 for all [p, c]. Furthermore, 0Y ∈
argmaxw∈W VP (w | [δmaxY , 0]) = argmaxw∈W V D

P (w;N ), implying that condition (iii) of

Definition 2.6 is satisfied. This completes the proof.

Several remarks about Theorem 3.2 are worth noting. First, the existence of such an

equilibrium (i.e., an equilibrium in which the zero contract is offered following non-disclosure,

and only the agent [δmaxY , 0] does not disclose) is quite robust to the assumptions about
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how many additional actions an agent might have available to disclose. In particular, our

assumption that no agent has more than a single additional action beyond A0 is inessential

for Theorem 3.2 – in the proof, simply replace w[p,c] with wB, the contract the principal offers

in response to the disclosure of a compact set of actions B ⊆ A and observe that no matter

what such contracts are, some (full or partial) disclosure remains an optimal choice for all

agents such that their available set of actions, A, is something other than A0

⋃
{[δmaxY , 0]}.

Second, the fully-revealing equilibrium described in Theorem 3.2 results in the same

contracts and outcomes as in an equilibrium of the game where the agent’s available actions

were fully observable from the start. In this sense, Theorem 3.2 says that the possibility of

verifiable disclosure, when including the possibility of disclosing that no additional actions

are available, can completely undo any effects of the uncertainty the principal faces about

the agent’s available actions. For the same reason, this is the principal’s most-preferred

equilibrium of the game. Furthermore, the statements in this paragraph remain true even if

agents may have more than one additional action as long as the agent’s disclosure decision

is limited to fully disclosing or not disclosing (i.e., partial disclosure is not permitted).

3.2 Sufficient Conditions for Non-linearity

In this section, we provide sufficient conditions under which a non-linear contract is offered

in equilibrium following non-disclosure. We begin by listing some assumptions on A0 (in

addition to the assumption used throughout that it contains at least one action with Eq[y]−
d > 0) that will be our starting point in trying to generalize the example used in proving

Theorem 3.1. The first two assumptions are meant for simplicity (e.g., the finiteness of

A0) and to describe conditions, such as the existence of a zero-cost, zero-output action and

convexity of costs for increasing expected output, that are common in the Principal-Agent

context. The third and fourth assumptions describe what we think are key features of the

example used in proving Theorem 3.1, especially relating to the distinction between what

would be implemented under the robustly optimal linear contract when disclosure is not

allowed and what would be implemented if it were common knowledge that only the actions

in A0 were available to the agent. The fifth and final assumption contains the remaining

conditions that we use in the current sufficiency argument. We remark that while the

conditions in the fifth assumption are not difficult to state, we do not yet have an insightful

interpretation of them.

Assumption 1. A0 consists of a finite number of actions and includes the zero action,

(δ0, 0) and |Y| ≥ 3.
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Assumption 2. There exists a function C : {Eq[y] | [q, d] ∈ A0} → R+ that is strictly

increasing, strictly convex, and for which y−C(y) is strictly increasing, such that [q, d] ∈ A0

implies d = C(Eq[y]), i.e., across A0, costs and surplus are strictly increasing in expected

output and additional expected output is increasingly costly.

Assumption 3. If the principal knew that only actions in A0 were available to the agent, it

is optimal for the principal to offer a contract w0 that implements a highest surplus action

in A0.

Denote by [q0, d0] the action taken by an agent with only actions in A0 available if offered

contract w0 by the principal.

Assumption 4. All positive expected output actions in A0 have full support on Y, the set

argmax[r,e]∈A0

√
Er[y]−

√
e is a singleton set consisting of an action with positive cost, the

linear contract βy with β =
√

d
Eq [y]

for [q, d] ∈ argmax[r,e]∈A0

√
Er[y]−

√
e does not implement

a highest surplus action in A0, there is a least-cost contract implementing the same action

in A0 as βy that is non-linear, and an agent having only A0 available is strictly better off

under contract w0 than under contract βy.

Assumption 5. There is a non-linear contract w that is a least-cost way to implement the

same action in A0 as βy given that only A0 is available such that V D
P (w) > 0. Additionally,

for any contract w′ such that VP (w
′ | A0) > V D

P (w), there exist r ∈ ∆(Y) and ε > 0 such

that Er[y − w′(y)] > 0, ε ≤ miny∈Y
r(y)V D

P (w)

Er[y−w′(y)]
, and the following hold:

(i)Er[y − w′(y)] ≥ V D
P (w),

(ii)Eq0 [y − w0(y)] + ε ≤ Er[y]

Er[y − w′(y)]
V D
P (w), and

(iii) max
[q,d]∈A0

Eq[w
′(y)]− d+ ε ≤ Er[w

′(y)]

Er[y − w′(y)]
V D
P (w).

Theorem 3.3. Under Assumptions 1-5, (1) when no disclosure is allowed, the unique equi-

librium robust contract is a positive linear contract, and (2) when voluntary disclosure is

allowed, there is an equilibrium in which the robust contract offered following non-disclosure

is a non-linear contract.

Proof of Theorem 3.3. Suppose first that no disclosure is allowed. By Carroll (2015), since

under Assumption 4 all positive expected output actions in A0 have full support on Y , any

equilibrium robust contract is linear. Furthermore, such linear contracts have coefficient

β =
√

d
Eq [y]

for [q, d] ∈ argmax[r,e]∈A0

√
Er[y] −

√
e and VP (βy) > 0. Assumption 4 implies

there is a unique such β and that it is positive. This establishes (1).
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Now consider the game where disclosure is allowed. Since disclosure can only remove

some additional actions from the principal’s consideration following non-disclosure, allowing

disclosure can never strictly lower the worst-case payoff of a contract following non-disclosure,

meaning VP (w) ≤ V D
P (w) for any contract w. Furthermore, since an agent with only the ac-

tions in A0 available can never disclose, an upper bound on V D
P (w) is given by the principal’s

payoff from offering w to an agent having only A0 available. Thus V D
P (w) ≤ VP (w | A0).

Note that if V D
P (w) = 0 then it cannot be part of an equilibrium for the principal to offer

w following non-disclosure. This follows since V D
P (βy) ≥ VP (βy) > 0 would then imply that

offering βy would be a robustly strictly profitable deviation from w following non-disclosure.

Consider the non-linear contract w referred to in Assumption 5. By that assumption,

V D
P (w) > 0. We next show that the principal offering w following non-disclosure is part

of an equilibrium by showing that there is no other contract w′ that is a robustly strictly

profitable deviation from w following non-disclosure. Formally, we want to show that for

each w′ ̸= w, V D
P (w′;N (w)) ≤ V D

P (w). For any contract w′, V D
P (w′;N (w)) ≤ VP (w

′ | A0).

Thus for any contract w′ such that VP (w
′ | A0) ≤ V D

P (w), V D
P (w′;N (w)) ≤ V D

P (w) follows

immediately. To complete the argument therefore, it remains to consider only contracts w′

with VP (w
′ | A0) > V D

P (w).

By Assumption 2, there is a unique maximal surplus level within A0 and all actions in

A0 attaining that maximum have the same maximal expected output and cost, but may

differ in their output distributions. Assumption 3 says that if the principal knew that only

actions in A0 were available to the agent, the principal would offer a contract, denoted w0,

implementing an action, which we denote [q0, d0], from among such maximizers. To show

that any contract w′ with VP (w
′ | A0) > V D

P (w) has V D
P (w′;N (w)) ≤ V D

P (w), we will

exhibit, for each such w′, an additional action [p, 0] such that [p, 0] ∈ N (w) ∩ A∗(w′ | [p, 0])
and Ep[y − w′(y)] ≤ V D

P (w). Our strategy for proving such a p exists for each such w′ is

as follows: First, to guarantee that [p, 0] ∈ N (w) we limit attention to p with full support

on positive outputs so that the agent’s payoff from action [p, 0] under w is positive (thus

ensuring that the agent’s payoff following non-disclosure is positive when [p, 0] is available),

and such that Ep[y] is high enough so that following disclosure the principal would best

respond by offering the zero contract, yielding the agent a zero payoff. Second, impose a

strict inequality implying [p, 0] ∈ A∗(w′ | [p, 0]) and directly require Ep[y−w′(y)] ≤ V D
P (w).

Finally, we write a LP to identify such a p with minimal expected output, and show existence

by showing that a relaxation of its dual program has a bounded value.

Formally, given w′ satisfying VP (w
′ | A0) > V D

P (w), we will show that there exists a

solution to the following LP, where ε > 0 is a parameter used to enforce strictness of selected
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constraints:

min
p∈RY

Ep[y]

s.t.

Ep[y] ≥ Eq0 [y − w0(y)] + ε

− Ep[y − w′(y)] ≥ −V D
P (w) (3.5)

Ep[w
′(y)] ≥ max

[q,d]∈A0

Eq[w
′(y)]− d+ ε

Ep[1] = 1

p ≥ ε.

The first constraint implies that the principal would best respond following disclosure of

[p, 0] by offering the zero contract. To see this, first note that by offering the zero contract

the principal will get the highest (because of the tie-breaking rule) expected output among

all of the agent’s available zero cost actions, and that this is bounded below by Ep[y] since

[p, 0] is available. Since the zero contract pays no wages, it is the best way for the principal

to implement a zero cost action. Furthermore, the principal’s payoff from implementing any

action in A0 when additional action [p, 0] is present is bounded above by the principal’s

payoff from implementing that action ignoring the possibility that the agent has action [p, 0]

available, and, by definition of q0 and w0, the latter payoff is bounded above by Eq0 [y−w0(y)].

The second constraint directly says that the principal’s profit under p and contract w′ is at

most the principal’s worst-case payoff following non-disclosure under contract w. The third

constraint ensures that an agent with additional action [p, 0] will choose that action if faced

with contract w′. The final two constraints ensure that p is a well-defined, full-support output

distribution. The choice of minimizing Ep[y] as the objective is purely for convenience, in

that it yields a dual that proves tractable to analyze.

The corresponding dual program, where the variables are the multipliers on the pri-

mal constraints, specifically the λ are for the output/wage constraints, µ for the equality

constraint, and η for the full support constraints, is:

max
λ∈R3,µ∈R,η∈RY

λ1(Eq0 [y − w0(y)] + ε)− λ2V
D
P (w) + λ3( max

[q,d]∈A0

Eq[w
′(y)]− d+ ε) + µ+ ε

∑
y∈Y

ηy

s.t.

λ1y − λ2(y − w′(y)) + λ3w
′(y) + µ+ ηy ≤ y, for all y ∈ Y (3.6)

λ ≥ 0, η ≥ 0.
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Recall that the primal constraints have no solution if and only if the value of the dual is

unbounded. We analyze the dual to get insight into the existence of a feasible p for the

primal. In particular, we will analyze a relaxed version of the dual in order to provide

sufficient conditions for existence of a p satisfying the primal constraints, which, in turn, is

sufficient to show that w′ is not a strictly profitable deviation from w for the principal.

First, observe that, since w′(0) = 0, the dual constraint for y = 0 simplifies to µ+η0 ≤ 0.

Second, consider the relaxation of the dual replacing the constraints for each y with a single

constraint formed by taking the expectation of the constraints for the individual y with

respect to some r ∈ ∆(Y):

max
λ∈R3,µ∈R,η∈RY

λ1(Eq0 [y − w0(y)] + ε)− λ2V
D
P (w) + λ3( max

[q,d]∈A0

Eq[w
′(y)]− d+ ε) + µ+ ε

∑
y∈Y

ηy

s.t.

λ1Er[y]− λ2Er[y − w′(y)] + λ3Er[w
′(y)] + µ+ Er[ηy] ≤ Er[y] (3.7)

λ ≥ 0, η ≥ 0, µ+ η0 ≤ 0.

Lemma 3.3 completes the proof by showing that the conditions in Assumption 5 imply

the relaxed dual has a bounded solution, and therefore the primal program has a solution,

and thus no such w′ is a robustly strictly profitable deviation from w. Therefore there is an

equilibrium where the principal offers the non-linear contract w following non-disclosure.

Lemma 3.3. Suppose VP (w
′ | A0) > V D

P (w) > 0, Er[y − w′(y)] > 0 and 0 < ε ≤
miny

r(y)V D
P (w)

Er[y−w′(y)]
. Program (3.7) has a bounded solution if and only if :

(i)Er[y − w′(y)] ≥ V D
P (w),

(ii)Eq0 [y − w0(y)] + ε ≤ Er[y]

Er[y − w′(y)]
V D
P (w), and

(iii) max
[q,d]∈A0

Eq[w
′(y)]− d+ ε ≤ Er[w

′(y)]

Er[y − w′(y)]
V D
P (w).

Proof. The expectational constraint in (3.7) can be re-written as

λ2 ≥
λ1Er[y] + λ3Er[w

′(y)] + µ+ Er[ηy]− Er[y]

Er[y − w′(y)]
.

Combining with the non-negativity constraint on λ2 yields

λ2 ≥ max{0, λ1Er[y] + λ3Er[w
′(y)] + µ+ Er[ηy]− Er[y]

Er[y − w′(y)]
}
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as the only constraint on λ2. Since the coefficient on λ2 in the objective function is negative

(as V D
P (w) > 0), any bounded solution must have λ2 = max{0, λ1Er[y]+λ3Er[w′(y)]+µ+Er[ηy ]−Er[y]

Er[y−w′(y)]
}.

Substitute that into the objective function for λ2 allowing us to remove the expectational

constraint and the non-negativity constraint on λ2. Observe that at any bounded solution,

max{0, λ1Er[y]+λ3Er[w′(y)]+µ+Er[ηy ]−Er[y]

Er[y−w′(y)]
} = λ1Er[y]+λ3Er[w′(y)]+µ+Er[ηy ]−Er[y]

Er[y−w′(y)]
since, if not, the ob-

jective can be increased by raising λ1 to the point where λ1Er[y]+λ3Er[w′(y)]+µ+Er[ηy ]−Er[y]

Er[y−w′(y)]
= 0.

The total coefficient on µ in the substituted-into objective function is now 1 − V D
P (w)

Er[y−w′(y)]
.

Suppose that (i) is violated, and thus that 1 − V D
P (w)

Er[y−w′(y)]
< 0. Then, we can unbound-

edly increase the objective function by simultaneously raising λ1 while setting µ = Er[y] −
λ1Er[y] − λ3Er[w

′(y)] − Er[ηy] ≤ −η0. Thus (i) is necessary for existence of a bounded

solution to (3.7) and is assumed for the rest of the argument. By (i), the total coefficient

on µ, 1 − V D
P (w)

Er[y−w′(y)]
, is non-negative. Therefore, any bounded solution must have µ = −η0

since the only constraint on µ is µ ≤ −η0. Substituting, the existence of a bounded solution

to (3.7) is equivalent to the existence of a bounded solution to the following:

max
λ1,λ3∈R

λ1(Eq0 [y − w0(y)] + ε− Er[y]

Er[y − w′(y)]
V D
P (w))+

λ3(( max
[q,d]∈A0

Eq[w
′(y)]− d+ ε)− Er[w

′(y)]

Er[y − w′(y)]
V D
P (w))

− η0(1−
V D
P (w)

Er[y − w′(y)]
)− Er[ηy]

Er[y − w′(y)]
V D
P (w) + ε

∑
y∈Y

ηy

s.t.

λ1Er[y] + λ3Er[w
′(y)]− η0 + Er[ηy] ≥ Er[y]

λ1, λ3, η ≥ 0.

Since 0 < ε ≤ miny
r(y)V D

P (w)

Er[y−w′(y)]
, the total coefficient on each ηy in the objective function

is non-positive and the total coefficient of η0 in the constraint is negative while the total

coefficient of the other ηy in the constraint are positive. Therefore η0 = 0 in any bounded

solution. Observe that (ii) and (iii) are necessary and sufficient for the coefficients on λ1

and λ3 in this objective function to be non-positive. Note that r is strictly positive since

0 < ε ≤ miny
r(y)V D

P (w)

Er[y−w′(y)]
, implying positivity of the coefficients of λ1 and ηy for y > 0 in

the constraint; furthermore, Er[w
′(y)] > 0 since w′ cannot be the zero contract (if w′ = 0,

then VP (w
′ | A0) > V D

P (w) > 0 is only possible if there is a positive expected output action

with zero cost in A0, but this would contradict Assumptions 1 and 2). Given the positivity

of the coefficients of λ1, λ3 and ηy for y > 0 in the constraint, the non-positivity of the

coefficients of these variables in the objective function is equivalent to the existence of a
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bounded solution.

Proposition 3.1. The example in the proof of Theorem 3.1 satisfies Assumptions 1-5.

Proof. TBA

3.3 Linear robustly optimal contracts even under voluntary dis-

closure

Having shown that voluntary disclosure can lead all robustly optimal contracts to be non-

linear, it is natural to ask if this always occurs. Theorem 3.4 shows that the answer is no,

and provides sufficient conditions for there to be an equilibrium in which a linear contract

is offered following non-disclosure. In particular, linearity results whenever there are few

publicly known-to-be-available actions that generate a positive surplus.

Theorem 3.4. Suppose among the actions in the commonly known technology A0 only one,

denoted by [s, f ], has a positive surplus. Further suppose f > 0, and that all positive cost

actions in A0 have full support on Y. Then, (1) when no disclosure is allowed, the unique

equilibrium robust contract is a positive linear contract, and (2) when voluntary disclosure is

allowed, there is an equilibrium in which the robust contract offered following non-disclosure

is the same positive linear contract.

Proof. When no disclosure is allowed, by Carroll (2015), if all positive cost actions in A0 have

full support on Y , then any equilibrium robust contract is linear. Furthermore, such linear

contracts have coefficient β =
√

d
Eq [y]

for [q, d] ∈ argmax[r,e]∈A0

√
Er[y]−

√
e. Observe that

the argmax in the previous sentence is the assumed positive surplus action in A0, implying

that this action determines the unique such β =
√

f
Es[y]

> 0. This establishes (1).

Now consider the game where disclosure is allowed. Since disclosure can only remove

some additional actions from the principal’s consideration following non-disclosure, allowing

disclosure can never strictly lower the worst-case payoff of a contract following non-disclosure,

meaning VP (w) ≤ V D
P (w) for any contract w.

Suppose w(y) = βy is offered in equilibrium following non-disclosure. From Carroll

(2015), VP (βy) =
1−β
β
VA(βy | A0), which equals 1−β

β
(βEs[y]− f) under the assumptions of

the theorem. We will now show that V D
P (βy) = VP (βy). Consider an agent [p′(ε), 0] for

p′(ε) = (1+ ε)(1− β)s+(β− ε(1− β))δ0, which is a probability distribution for ε ∈ [0, β
1−β

].

Observe that, since β =
√

f
Es[y]

, for ε ∈ (0, β
1−β

), βEp′(ε)[y] > βEp′(0)[y] = βEs[y] − f ,

where the left-hand side is the agent’s payoff following non-disclosure under the additional

action and the final term is the corresponding payoff from action [s, f ]. Thus, if such an
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agent does not disclose, they take their additional action and their payoff is βEp′(ε)[y] =

β(1+ ε)(1−β)Es[y]. If ε ∈ (0, β
1−β

) and the agent discloses, we next show that the principal

offers the zero contract, implementing the additional action and yielding the agent a payoff

of zero. To see this, it is sufficient to establish that no contract implementing [s, f ] following

disclosure does as well for the principal. To implement [s, f ] following disclosure of [p′(ε), 0],

a contract w̄ must satisfy (i) 0 ≤ w̄(y) ≤ y, and (ii) Es[w̄(y)] − f ≥ Ep′(ε)[w̄(y)]. From

(ii), substituting for p′(ε) yields Es[w̄(y)] ≥ f + (1 + ε)(1 − β)Es[w̄(y)], or equivalently

Es[w̄(y)] ≥ f
β−ε(1−β)

. For ε ∈ (0, β
1−β

), this implies Es[w̄(y)] >
f
β
= βEs[y], which implies

Es[y − w̄(y)] < (1 − β)Es[y] ≤ Ep′(ε)[y], where the left-hand term is the principal’s payoff

from implementing [s, f ] using contract w̄ and the rightmost term is the corresponding

payoff under the zero contract. Thus, for any ε ∈ (0, β
1−β

), following disclosure of [p′(ε), 0]

the principal strictly prefers offering the zero contract and implementing [p′(ε), 0] to any

other feasible contract. Therefore any such agent does not disclose, i.e., [p′(ε), 0] ∈ N (βy)

for all ε ∈ (0, β
1−β

). It follows by taking the limit as ε → 0, that V D
P (βy) ≤ (1−β)Ep′(0)[y] =

(1− β)(Es[y]− f
β
) = VP (βy) and therefore V D

P (βy) = VP (βy).

It remains to show that there is no other contract w′ ∈ W that is a robustly strictly

profitable deviation from βy following non-disclosure. Formally, we want to show that for

each w′ ̸= βy, V D
P (w′;N (βy)) ≤ V D

P (βy). The agent [δ0, 0] has a payoff βEs[y] − f > 0

following non-disclosure given contract βy. Following disclosure, since [s, f ] is the only

positive surplus action available and [δ0, 0] is available and w′(y) ≤ y, [s, f ] is the only

action the principal can implement at a positive profit. Furthermore, any optimal contract

that does so will leave zero payoff for the agent (e.g., the contract αy with α = f
Es[y]

is

optimal). Therefore, [δ0, 0] ∈ N (βy). For any w′ such that [s, f ] /∈ A∗(w′ | [s, f ]), VP (w
′ |

A0 ∪ {[δ0, 0]}) ≤ 0 and therefore, V D
P (w′;N (βy)) ≤ VP (w

′ | A0 ∪ {[δ0, 0]}) ≤ 0 < V D
P (βy).

The only contracts w′ it remains to consider are those with [s, f ] ∈ A∗(w′ | [s, f ]) and

with VP (w
′ | A0) > V D

P (βy). For each such w′, let z(w′) = 1 − V D
P (βy)

VP (w′|A0)
, and consider the

agents [p(w′, ε), 0] for p(w′, ε) = (1 + ε)(1 − z(w′))s + (z(w′) − ε(1 − z(w′)))δ0, which is a

probability distribution for ε ∈ [0, z(w′)
1−z(w′)

]. Following disclosure of [p(w′, ε), 0], if the principal

offered the best contract implementing [s, f ], which we denote w̄, then Es[w̄(y)] − f =

(1 + ε)(1 − z(w′))Es[w̄(y)] would imply profit Es[y] − f
z(w′)−ε(1−z(w′))

for the principal and

payoff f
z(w′)−ε(1−z(w′))

− f to the agent, and if the principal offered the zero contract and

implemented [p(w′, ε), 0] then the profit would be (1 + ε)(1 − z(w′))Es[y] and the agent’s

payoff would be zero. When z(w′)−ε(1−z(w′)) > β, the principal will optimally offer w̄ and

therefore the agent is willing to not disclose because their anticipated non-disclosure payoff

under βy is at least min{β(1 + ε)(1 − z(w′))Es[y], βEs[y] − f}, which, given the inequality

at the start of this sentence, is at least as large as the disclosure payoff f
z(w′)−ε(1−z(w′))

−
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f . When z(w′) − ε(1 − z(w′)) ≤ β, the principal will optimally offer the zero contract

following disclosure and therefore the agent strictly prefers not to disclose because their

anticipated non-disclosure payoff under βy is positive, i.e., [p(w′, ε), 0] ∈ N (βy). Following

non-disclosure, for ε ∈ (0, z(w′)
1−z(w′)

), each agent [p(w′, ε), 0] takes their additional action under

w′. To see this, observe that Ep(w′,ε)[w
′(y)] = (1+ε)(1−z(w′))Es[w

′(y)] >
V D
P (βy)

Es[y−w′(y)]
Es[w

′(y)].

Furthermore, since Es[w
′(y)] ∈ [f, Es[y]] and maxx∈[f,Es[y]]

(Es[y]−x)(x−f)
x

= (
√
Es[y]−

√
f)2 =

V D
P (βy), V D

P (βy) ≥ Es[y−w′(y)](Es[w′(y)]−f)
Es[w′(y)]

. Therefore Ep(w′,ε)[w
′(y)] >

V D
P (βy)

Es[y−w′(y)]
Es[w

′(y)] ≥
Es[y−w′(y)](Es[w′(y)]−f)

Es[w′(y)]Es[y−w′(y)]
Es[w

′(y)] = Es[w
′(y)] − f . Putting everything together, and taking the

limit as ε → 0, V D
P (w′;N (βy)) ≤ Ep(w′,0)[y−w′(y)] =

V D
P (βy)

VP (w′|A0)
Es[y−w′(y)] = V D

P (βy) since

w′ implements [s, f ] from A0.

3.4 Preservation of robustly optimal randomized contracts under

voluntary disclosure

Until now, like most of the literature, we have considered only deterministic contracts. As

Kambhampati (2023) and Kambhampati et al. (2025) point out, choosing to randomize over

contracts can be advantageous for the principal in the robust contracting problem. A natural

question becomes whether the addition of voluntary disclosure affects the form of robustly

optimal randomized contracts. We show that, in contrast to what we saw can happen without

randomization, any robustly optimal randomized contract remains part of an equilibrium

under voluntary disclosure in which that contract is offered following non-disclosure. Thus,

robust optimality of these contracts is maintained under voluntary disclosure.

Consider the same model earlier with the following modification: The principal’s set

of feasible actions is expanded from W to ∆(W). Correspondingly, the principal’s robust

objective functions VP (w) and V D
P (w;N ) are extended to ∆(W) in the natural way: choose

ω ∈ ∆(W) to maximize VP (ω) = inf [p,c] EωVP (w | [p, c]) and V D
P (ω;N ) = inf [p,c]∈N EωVP (w |

[p, c]), respectively.

Theorem 3.5. Consider any equilibrium robust randomized contract when no disclosure

is allowed. There exists an equilibrium when voluntary disclosure is allowed in which this

randomized contract is offered following non-disclosure in some equilibrium.

Proof. Let ω∗ be the randomized contract offered by the principal in an equilibrium when

no disclosure is allowed. Let I be the set of Borel-measurable, bounded real-valued functions

on ∆(Y)×R+. Observe that both the upper contour set, D1 ≡ {a ∈ I | inf [p,c] a > VP (ω
∗)},

and the feasible set D2 ≡ {a ∈ I | a = EωVP (w | [p, c]), ω ∈ ∆(W)} are convex, non-empty

and disjoint. By a separating hyperplane theorem (e.g., Aliprantis and Border 1999, Thm.
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5.50, p. 190), there exists a hyperplane separating them. This implies the existence of a

finitely-additive measure, r, over actions such that Er[a] ≥ ErEω∗VP (w | [p, c]) ≥ Er[b] for all

a ∈ D1, b ∈ D2. By standard arguments it follows that EµEω∗VP (w | [p, c]) ≥ ErEω∗VP (w |
[p, c]) ≥ ErEωVP (w | [p, c]) for all finitely-additive measures µ over actions and all ω ∈ ∆(W).

Therefore Eω∗VP (w | [p, c]) ≥ Eω∗VP (w | [p∗, c∗]) ≥ EωVP (w | [p∗, c∗]) for all [p∗, c∗] in the

support of r and all actions [p, c] and all ω ∈ ∆(W). Observe that the latter inequality says

that ω∗ is a best response by the principal following disclosure of [p∗, c∗]. When voluntary

disclosure is allowed, consider a strategy profile satisfying the following: the principal offers

ω∗ following non-disclosure and following disclosure of [p∗, c∗], and offers some randomized

contract maximizing EωVP (w | [p, c]) following disclosure of any other [p, c], the agent plays

the same best response to any contract in the support of ω∗ as in the equilibrium when no

disclosure is allowed, and any best response, with ties broken in favor of the principal, when

facing any other contract, and [p∗, c∗] ∈ N and the disclosure decision of all other actions

are best responses given the principal’s strategy and the agent’s reactions to contracts. To

verify that any such strategy profile is an equilibrium, first observe that the agent in the last

stage indeed best responds to any contract offer faced, so that equilibrium condition (i) is

satisfied. Next, [p∗, c∗] ∈ N satisfies condition (ii) since such an agent expects the principal

to offer according to ω∗ following both non-disclosure and disclosure. All other agents’

disclosure decisions satisfy condition (ii) by construction. Finally, following non-disclosure,

since [p∗, c∗] ∈ N and Eω∗VP (w | [p, c]) ≥ Eω∗VP (w | [p∗, c∗]) ≥ EωVP (w | [p∗, c∗]), VP (ω
∗) =

Eω∗VP (w | [p∗, c∗]) = V D
P (ω∗;N ) ≥ V D

P (ω;N ) for all ω ∈ ∆(W), thus equilibrium condition

(iii) is satisfied following non-disclosure, and also following any disclosure by construction

and the earlier observation that ω∗ is a best response by the principal following disclosure

of [p∗, c∗].
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